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Reasoning in communication

▶ General problem solving relies on reasoning capabilities

▶ Hardwired in the system, not fully learnable
▶ In human agents: product of biological evolution
▶ In artificial agents: realized through logics and their automated

reasoning procedures

Today we focus on human (h)-machine (m) communication with an
emphasis on m!
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Reasoning in communication

Lorini, E. (2024). Designing Artificial Reasoners for Communication. In Proceedings of
AAMAS 2024, Blue Sky Ideas special track.
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LLM-based conversational agents: reasoning limitations

(a) Acceptable/good performance for
simple mental attribution task

(b) Bad performance for more complex
mental attribution task (no inference)
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LLM-based conversational agents: reasoning limitations

▶ Reasoning about others’ minds and emotions (Strachan et al., 2024)

▶ Moral Reasoning (Almeida et al., 2023)

▶ Temporal reasoning (Tang & Belle, 2024)

▶ Planning (Pallagani et al., 2023; Valmeekam et al., 2023).
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Outline

Intentional communication

Case study: persuasive intentional communication

Challenges
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Intentional communication (IC)

To inform someone purposively and knowingly

▶ Purposively: in a goal-directed way (⇒ perlocutionary goal)

m informs h that φ
in order to
======⇒ achieve its goal(s)

Rob informs Ann convince Ann
that it is not hot outside to go to work by bike

≈ Anscombe (1957)’s intention in acting

▶ Knowingly: anticipation of the potential consequences of the
informative action on the interlocutor’s mind
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Intentional communication (IC)

IC type Perlocutionary goal pattern
Persuasive m wants that h believes that ψ
Influencing m wants that h does action A
Explanatory m wants that h knows why ψ
Trust-inducing m wants that h trusts m about ψ
Interrogative (questions) m wants to know whether h believes that ψ
Cooperative (Gricean) Participants’ goals coincide

(possibly based on goal adoption)
Strategic Participants’ goals differ/conflict
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Formal specification of IC for machine-human interaction

▶ A logic for specifying agent’s perlocutionary goal and its
representation and theory of interlocutor’s mind

▶ Reasoning and planning algorithms based on the logic for
▶ computing informative plans towards a goal
▶ taking their effects on the interlocutor’s mind into consideration

Natural candidates: epistemic (dynamic) logic, logics of cognitive
attitudes, epistemic/cognitive planning

Fernandez Davila, J. L., Longin, D., Lorini, E., Maris, F. (2024). Logic-Based Cognitive

Planning for Conversational Agents. JAAMAS, 38(1).

Σ2
P -complete
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Foundation of Theory of Mind (ToM)

▶ Trustworthiness requirement

▶ Core ToM to be specified in a top-down way and grounded on
common sense and scientific/expert knowledge
▶ Weak rationality assumptions
▶ Psychological theories
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NP-complete language for cognitive planning

▶ One modality for the human
▶ △h: explicit belief

▶ Two modalities for the machine
▶ △m: explicit belief
▶ 2m: implicit belief

▶ Interpreted using a belief base semantics [Lorini, AAAI-18, AIJ 2020]

▶ Polysize reduction of satisfiability into SAT

L tr1
99K LMod

tr2
99K LProp

Fernandez Davila, J. L., Longin, D., Lorini, E., Maris, F. (2021). A Simple Framework for
Cognitive Planning. Proceedings of AAAI-21, pp. 6331-6339.
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Logic-based cognitive planning algorithms

▶ Brute force SAT-based

▶ Reduction into TQBF
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Fig. 7 Computation times for the SAT-based and the QBF-based approach

approach (column 3). We can observe a very clear increase in the di↵erence

between the times taken by each approach in favor of the QBF approach.

(Note that the times themselves don’t matter much here, and it’s the di↵er-

ence that interests us.) In Table 4, we show the times taken by the translation

module between (that is, the set of transformations shown in Fig. 3 p. 22) our

modal logic on the one hand and the SAT or QBF approach on the other hand

(columns 2 and 3). We also present in this table the time used by TouIST to

solve the propositional logic formula using MiniSat on the one hand, and to

solve the QBF formula using RAReQS on the other hand (columns 4 and 5).

Finally, it is important to note that the calculation times presented are the

result of the average between 3 successive tests and the di↵erence between

tests did not exceed 10% of the average time retained. We are aware of the

limited value of these results, but the implementation is for this work just a

proof of concept of its feasibility, and we did not seek to optimize the results

(which was outside the scope of this work).

Figure: Computation times for SAT-based and QBF-based approach

Fernandez Davila, J. L., Longin, D., Lorini, E., Maris, F. (2024). Logic-Based Cognitive
Planning for Conversational Agents. JAAMAS, 38(1).
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Psychological theories

▶ Self-efficacy theory (Bandura, 1997)

▶ Motivational interviewing (Miller & Rollnick, 2012)

Beliefs to be induced

to elicit behavior change

Self-efficacy belief: target believes it has the

ability to align its behavior with its preferences

Belief about preference-incompatibe behavior:

target believes its actual behavior is subopti-

mal wrt its preferences
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Application

Figure: Conversational agent motivating the user to practice a regular physical
activity (https://cognitive-planning.schm.fr/)
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Application

that S0
core = Score, S0

mut = Smut, Op0
inf = Opinf and

Op0
quest = Opquest. Moreover,

Sk+1
core =Revcore(Sk

core,S
k
mut,Respk

h),

Sk+1
mut =Revmut(Sk

core,S
k
mut,Respk

h),

Opk+1
inf =Opk

inf ,

Opk+1
quest =Opk

quest \Selected(Opk
quest),

where Selected(Opk
quest) is the set of questions in-

cluded in the interrogative plan selected at step k. We
remove them because we want to avoid that agent m
keeps asking the same question indefinitely.

Let us illustrate an example of interaction. At step
0, agent m cannot find a solution for the informative
planning problem. Thus, it decides to go with ques-
tions. It finds ?m,hdoes(h,ps) as solution for the in-
terrogative planning problem. We suppose agent h’s
response to agent m’s question is +m¬4hdoes(h,ps).
At step 1, again agent m cannot find a solution for the
informative planning problem. Thus, it moves to the
interrogative planning problem and finds the follow-
ing sequence of questions as a weak solution:

?m,hdes(h,gh),?m,hco,?m,how.

Agent m executes the interrogative plan. We suppose
agent h’s set of responses to agent m’s questions at
step 1 is

�
+m 4hdes(h,gh),+m4hco,+m4how

 
.

Thus, at step 2, agent m can find a solution for
the informative planning problem. The solution is the
following sequence of assertive speech acts of length
2:

!m,h( /0,{co,ow},sl), !m,h

�
{gh},{sl},does(h,ps)

�
.

Agent m executes the informative plan. The previous
interaction between agent m and agent h is illustrated
in Figure 2 in which every speech act is associated
with its corresponding utterance.

7 Conclusion

Let’s take stock. We have presented a model of cog-
nitive planning and shown that it can elegantly for-
malize some principles of the motivational interview-
ing (MI) methodology, a counseling method used in
clinical psychology for eliciting attitude and behavior
change in humans.

Directions of future work are manifold. An im-
portant strategy of MI consists in helping the partici-
pant to overcome the obstacles that prevent her from
converting her mere desires into intentions and then
into effective behavior. Some of these obstacles are of
cognitive nature. For example, the participant could

Speaker Utterance Speech act
m Do you practice ?m,hdoes(h,ps)

a sport regularly?
h I don’t +m¬4hdoes(h,ps)
m Do you wish ?m,hdes(h,gh)

to be in good health?
h Yes +m4hdes(h,gh)

m Do you spend quite ?m,hco
some time in the traffic
everyday as a commuter?

h Yes +m4hco
m Do you have ?m,how

an office work?
h Yes +m4how
m You spend quite some !m,h( /0,{co,ow},sl)

time in the traffic
everyday as a
commuter and you have
an office work. Therefore,
your life style is sedentary!

m Your life style is sedentary. !m,h

�
{gh},{sl},

Therefore, you will not does(h,ps)
�

satisfy your desire to be
in good health unless you
practice a sport regularly!

Figure 2: Human-machine dialogue

hesitate whether to start to practice a sport regularly
since she fears that practicing a sport increases the
risk of getting injured. In this situation, the coun-
selor can try to reassure the participant that her fear
is unfounded. More generally, it can try to make the
participant to revise her beliefs that a certain action
has negative consequences. Another cognitive ob-
stacle could be the participant’s belief that she does
not have the right capabilities and potential to change
her behaviour. The counselor can again try to make
the participant revise her belief by providing counter-
evidence. We plan to extend our analysis to these as-
pects of MI that we were neglected in the paper.

In future work, we also plan to experimentally val-
idate our approach to MI based on cognitive planning.
To this aim, we plan to implement the scenario de-
scribed in Section 6 and to evaluate the performance
of the artificial agent in its interaction with the human.

The work presented in this paper is part of a larger
project which is devoted to development of an artifi-
cial agent with persuasive capabilities which can pro-
mote positive behavior change in the human. The
next step of our investigation is to endow the artifi-
cial agent with multimodal communicative capabil-
ities which go beyond verbal behavior. As shown
in (Potdevin et al., 2021), non-verbal behavior in
communication including facial expressions is funda-
mental for increasing the machine’s believability and
trustworthiness thereby making the human more will-
ing to believe what the machine says.

Figure: Example of human-machine dialogue

Lorini, E., Sabouret, N., Ravenet, B., Fernandez Davila, J. L., Clavel, C. (2022). Cognitive
Planning in Motivational Interviewing. In Proceedings of ICAART 2022, pp. 508-517.
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Challenge I: combining IC with normative reasoning

▶ Logic-based algorithm: norm compliant planning for IC

▶ Examples of relevant norms: prohibition to deceive, lie or
manipulate, to spread fake news

▶ Starting point: Plan evaluation with multiple LTL values/norms

< <

<

Figure: Plan comparison

Grandi, U., Lorini, E., Parker, T. (2023). Moral Planning Agents with LTL Values. In
Proceedings of IJCAI 2023, pp. 418-426.
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Challenge I: combining IC with normative reasoning

Theorem
Plan comparison with multiple LTL values is in P.

Theorem
Plan Non-Dominance with multiple LTL values is PSPACE-complete.
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Challenge II: explanatory communication

▶ m has an explanation goal towards its interlocutor h

Goal content: KnowWhyhφ =def

∨

λ∈CE

KnowhCause(λ, φ)

▶ Important subtype: self-explanation
▶ m explains to h why it has belief, intention or did an action
▶ It requires meta-cognition/introspection by m

▶ Logic-based algorithm: planning for IC ⊗ causal model checker
(for computing causal explanation to be communicated)
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Challenge II: explanatory communication

Causal property φ

Causal model S0=(C0,V0)

QBF solver

causal base valuation 

S0 ⊨ φ? 
 

Polysize reduction 
into TQBF

 

YesNo

Modal language for
causal necessity, 
interventions and
conditionals 

de Lima, T., Lorini, E. (2024). Model Checking Causality. In Proceedings of IJCAI 2024.

Lorini, E. (2023). A Rule-based Modal View of Causal Reasoning. In Proceedings of IJCAI
2023, pp. 3286-3295.
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Challenge II: explanatory communication

Example
Suzy and Billy throw rocks at a bottle. Suzy is stronger than Billy so
that, if she throws her rock, her rock will get at the bottle first,
shattering it and preventing Billy from hitting it with his rock. Both Suzy
and Billy decide to throw their rocks. Who causes the bottle to shatter?

▶ Causal base:

C0 =
{
st ↔ sd , bt ↔ bd , sh ↔ st, bh ↔ (bt ∧ ¬sh), bs ↔ (sh ∨ bh)

}

▶ Valuation:

V0 =
{
bd , sd , bt, st, sh, bs

}

▶ Verified property:

(C0,V0) |= ActualCause(sd , bs) ∧ ¬ActualCause(bd , bs)
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Conclusion: integration of logic-based IC and LLM

LLM

(Pre)formal 
representation of
the meaning of the 
utterance 

IC module

Human’s utterance

High-level
informative actAgent’s utterance

Transmission

Reception

Normative 
reasoning 
module

Causal reasoning 
module
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